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Abstract 

Assessment design is a critical competency for pre-service teachers, alongside pedagogical skills. 

This study investigates the quality of test items constructed by a pre-service teacher who has 

recently completed a Language Testing course in the sixth semester. There are 30 multiple-choice 

questions which consisted of 10 items each on reading comprehension, grammar, and vocabulary 

were analysed using descriptive statistical methods to determine item difficulty, discrimination, 

validity and reliability. The analysis revealed that while the prospective teachers demonstrated a 

foundational understanding of test construction principles, many items lacked the precision and 

balance necessary for high-quality assessment. These findings highlight the need for continued 

instructional support and practical training in test development to ensure future teachers are 

well-prepared to create valid and reliable assessment tools in the classroom. 
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INTRODUCTION  

Teachers play a pivotal role in the success of education, as they are directly 
responsible for the quality of learning outcomes (Muhammadiah et al., 2022). According 
to Law No. 14 of 2005 on Teachers and Lecturers (Indonesia, 2005), teachers are 
professional educators whose primary duties include educating, teaching, guiding, 
directing, training, assessing, and evaluating students. In line with these responsibilities, 
pre-service teachers who are currently undergoing teacher training must also be 
adequately prepared to carry out these professional tasks. 

To ensure comprehensive preparation, teacher training programs integrate not only 
teaching practicums but also courses in educational assessment. One of the most essential 
and complex aspects of teacher training for pre-service teachers is learning how to assess 
student learning effectively (Guevarra et al., 2024). Without proper assessment skills, pre-
service teachers may be failed to accurately measure students' understanding, skills, and 
progress. This can lead to misleading judgments about student performance, resulting in 
either overestimating or underestimating their abilities. 

Assessment is fundamental to determining whether the intended learning objectives 
have been achieved (Marsevani, 2022). Beyond measuring student performance, 
assessments provide teachers with valuable feedback on learners’ progress and serve as a 
basis for planning subsequent instructional activities (Dejong et al., 2002). Moreover, 
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assessments are not only beneficial to students, they also offer teachers the opportunity 
to reflect on their instructional effectiveness. By analyzing assessment results, teachers can 
identify strengths and weaknesses in their teaching methods and make informed 
adjustments to enhance their professional practice (Tosuncuoglu, 2018). 

Among various assessment methods, testing remains a common and practical tool. 
Brown (2003) classifies tests into two categories: standardized tests and teacher-made 
tests. The latter are designed by teachers based on curriculum objectives and lesson plans, 
aiming to evaluate students’ mastery of specific instructional content. Teacher-made tests 
are commonly used for daily assessments, formative evaluations, and summative 
examinations. Despite their less formal structure compared to standardized tests, teacher-
made tests must still uphold high standards of quality to ensure valid and reliable 
measurements of student performance (Arikunto, 2010). 

One of the most frequently used formats in teacher-made tests is the multiple-choice 
question (MCQ) (Marsevani, 2022). An MCQ typically consists of three components: the 
stem (question prompt), the key response (correct answer), and the distractors (incorrect 
alternatives) (Namdeo & Sahoo, 2016). To maintain the quality of these assessments, 
conducting item analysis is essential. Item analysis involves evaluating the quality of 
individual test items by examining their difficulty level, discriminatory power, and 
functionality. This process contributes to improving test validity and building a reliable 
question bank (Danuwijaya, 2018). 

Although numerous studies have examined item analysis in teacher-made tests (e.g., 
Hakim & Irhamsyah, 2020; Aliah, 2020; Liando et al., 2021; Darmawan et al., 2022), there 
remains a limited focus on item analysis of tests created by pre-service teachers. As future 
educators, it is crucial that pre-service teachers develop the skills to construct quality 
assessment tools that accurately measure learning outcomes. Addressing this gap, the 
present study aims to conduct an item analysis of teacher-made multiple-choice tests 
developed by pre-service teachers. 
 
METHOD  

This research employed a descriptive quantitative approach to examine the quality 
of multiple-choice questions (MCQs) designed as a formative assessment tool. The MCQs 
were developed by a pre-service teacher who had completed the English Language Testing 
course in the sixth semester of the English Education Study Program at STAIN Majene. The 
purpose of the study was to evaluate how well these test items met accepted standards of 
quality in terms of their validity, reliability, difficulty level, and discriminatory power. 

The test consisted of 30 multiple-choice items, which were evenly distributed across 
three language components: reading comprehension, vocabulary, and grammar. Each 
component included 10 items. The test was administered to 20 first-year students at SMP 
1 Majene, and their responses served as the data for the item analysis. 

To carry out the analysis, each correct answer was given a score of 1, while incorrect 
answers were scored 0. These scores were then compiled into a data table for statistical 
analysis. The item analysis was carried out to measure four aspects of test quality: item 
validity, reliability, item difficulty, and item discrimination. 

Item validity was assessed using the product moment correlation technique. This 
statistical method measures the relationship between the item scores and the total test 
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scores. An item was considered valid if the calculated correlation coefficient (r) was higher 
than the critical value in the r-table. If the value was lower, the item was classified as 
invalid (Miterianifa & Zein, 2016). 

The reliability of the test was determined using the Cronbach’s Alpha formula. A 
reliability coefficient of 0.70 or higher was considered acceptable, indicating that the items 
consistently measured the intended learning outcomes (Miterianifa & Zein, 2016). 

The difficulty level of each item was analyzed to determine how easy or hard it was 
for students to answer. The analysis used a specific index scale as follow: 

 
Table 1. Index scale of item difficulty 

Index Value Meaning Code Quality 
0.81-1.00 Too Easy TE Ignored 
0.61-0.80 Very Easy VE Fair 
0.51-0.60 Easy E Good 
0.5 Medium M Very good 
0.40-0.49 Difficult D Fair 
0.20-0.39 Very Difficult VD Good 
0.00-0.19 Too Difficult TD Very good 

 
The discrimination index was used to measure how well each item could distinguish 

between high-performing and low-performing students. An item was considered to have 
good discriminatory power if its index value was 0.30 or higher. Items with lower values 
were seen as less effective in distinguishing student ability.  

 
RESULTS AND DISCUSSION  

Validity 
Table 2. Validity of the items 

 
 
The results presented in the table indicate that out of 30 multiple-choice test items, 

a total of 17 items were classified as valid, while the remaining 13 items were found to be 
invalid based on the item validity analysis. When examined across the three tested 
language components, reading, vocabulary, and grammar, distinct patterns emerged. 

For the reading section (Items 1–10), only 3 items met the criteria for validity, 
indicating that a majority of the items in this section failed to effectively measure what 
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they were intended to assess. This suggests that either the question construction or the 
alignment with learning objectives in this section may need significant revision. 

In the vocabulary section (Items 11–20), 4 out of 10 items were valid, showing a 
slightly better quality than the reading section, but still falling short of the expected 
standard for a high-quality formative assessment. This result may reflect weaknesses in 
word choice, context clarity, or distractor effectiveness. 

The grammar section (Items 21–30) showed the highest proportion of valid items, 
with 6 items meeting the validity criteria. This indicates that the grammar questions were 
relatively better constructed and more aligned with the testing objectives compared to the 
other two sections. 

Overall, the analysis reveals that the grammar section exhibits stronger item quality 
in terms of validity than both the reading and vocabulary sections. This may suggest that 
the pre-service teacher had a better grasp of grammar item construction or that the 
grammar content was more concretely defined and easier to translate into well-structured 
multiple-choice questions. However, the relatively low number of valid items across all 
sections highlights the need for targeted training and feedback in test construction, 
particularly in crafting effective reading and vocabulary items. 

According to Haladyna & Downing (2004), Poorly written or ambiguous items 
introduce construct-irrelevant variance, reducing item validity. Construct-irrelevant 
variance occurs when factors unrelated to the skill or knowledge being assessed influence 
test performance. In the context of this study, unclear wording, confusing distractors, or 
questions not aligned with the learning objectives may have caused students to answer 
incorrectly even if they had mastered the target material. For example, in the reading and 
vocabulary sections, where fewer valid items were found, the questions may have 
contained ambiguities in phrasing, misleading choices, or insufficient context, leading to 
students' misunderstanding of what was being asked. 

 
Reliability 

Table 3. Reliability of the test 

 
 

The result of the reliability analysis shows that the test has a reliability coefficient 
of 0.83. This value indicates that the test is highly reliable. In other words, the items in the 
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test consistently measure the intended skills across different students. A high reliability 
score means that if the same group of students were given the test again under similar 
conditions, their scores would likely be very similar (Arikunto, 2010). This consistency 
reflects the stability and dependability of the test as an instrument for assessing students’ 
language abilities. 

Although the test still contains some invalid items, the overall reliability remains 
strong. As noted by Anastasi and Urbina (1997), it is possible for a test to demonstrate 
high reliability even if some items do not accurately measure the intended construct. This 
indicates that, overall, the majority of the items function cohesively to assess students’ 
reading, vocabulary, and grammar skills effectively. Furthermore, the high reliability 
coefficient suggests that the test can consistently provide dependable information about 
students’ language performance, which is particularly useful for formative assessment 
purposes (Bachman, 1990). However, the existence of invalid items highlights the need for 
further refinement. While the scores remain stable, revising these problematic items would 
enhance the accuracy and validity of the test in measuring specific language components 
more precisely. 
 
Item Difficulty 

Table 4. Level difficulty of the items  

 
 

The analysis of item difficulty revealed that the test items varied in their levels of 
difficulty. Among the 30 test items, 4 items were classified as too easy, while 2 items were 
classified as too difficult. Items that fall into these extreme categories are generally 
considered less effective for accurately measuring student performance. The items that are 
too easy may not provide sufficient challenge for students and fail to distinguish between 
students with different levels of understanding. Conversely, the items that are too difficult 
may not reflect the students’ level of mastery or may contain content that is beyond their 
current knowledge. 

In the reading section, which includes items 1 to 10, there was one item categorized 
as too easy and one item categorized as too difficult. This suggests that while most reading 
items are appropriately challenging, a few items may need revision to better align with 
students’ abilities. 

In the vocabulary section, covering items 11 to 20, one item was found to be too 
difficult. This indicates that some vocabulary used in the test may not be familiar to 
students or may require clearer context to be more accessible. 
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In the grammar section, consisting of items 21 to 30, three items were identified as 
too easy. This shows that certain grammar items may not adequately assess students' 
understanding and might need to be reconstructed to increase their level of challenge. 

Overall, the majority of the test items fall within the acceptable range of difficulty, 
suggesting that the test is generally suitable for assessing students' language abilities. This 
balance in item difficulty allows for meaningful differentiation among students’ 
performance levels. However, the presence of several items in each section that are either 
too easy or too difficult indicates areas that require revision or replacement. As Ebel and 
Frisbie (1991) emphasize, items that are excessively easy or difficult provide little 
information about student differences, thereby diminishing the test’s overall validity. 
Refining these items will enhance the test’s capacity to more accurately measure the full 
spectrum of student proficiency. 

 
Item Discrimination 

Table 5. Discriminating power of the items 

 

The table above indicates that the majority of the test items exhibit good 
discriminating power, which reflects their effectiveness in differentiating between high-
achieving and low-achieving students. This suggests that most items are functioning 
appropriately in assessing students with varying levels of proficiency. According to 
Gronlund and Waugh (2009), the discrimination index is a valuable indicator for evaluating 
how well a test item distinguishes between students of different ability levels. Therefore, 
the strong discrimination indices observed in this test contribute positively to its overall 
quality and ensure that the assessment provides meaningful information about student 
performance. 

However, a small number of items were found to have poor discrimination. 
Specifically, in the reading test, 2 items did not meet the desired discrimination standard. 
Similarly, in the vocabulary test, there were also 2 items that failed to effectively 
differentiate student performance. In the grammar test, only 1 item was identified as 
having low discrimination power. 

Overall, the findings suggest that while most of the items are valid for assessing 
student performance, a few items may require revision or replacement to enhance their 
ability to accurately discriminate among students with different proficiency levels. 
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Ensuring that all items have strong discrimination power is essential for improving the 
overall quality and fairness of the assessment. 

 
 

CONCLUSION  

This study aimed to evaluate the quality of multiple-choice test items developed by 
a pre-service teacher for assessing English language skills. The findings indicate that the 
test possesses moderate overall quality. Out of 30 items, 17 were valid, while 13 were 
invalid, suggesting that further refinement is necessary to improve the validity of several 
items. In terms of reliability, the test demonstrated satisfactory consistency, indicating its 
potential for dependable use. The analysis of item difficulty revealed a range of difficulty 
levels; most items fell into fair to very good categories, although some items were identified 
as too easy or too difficult, reducing the overall balance of the test. The item discrimination 
analysis showed that the majority of items effectively differentiated between high- and 
low-performing students, although a few items across reading, vocabulary, and grammar 
sections had weak discrimination power. 

Despite these valuable insights, the study has certain limitations. The small sample 
size, limited to 20 students from a single school, may restrict the generalizability of the 
findings. Furthermore, since the test was developed by only one pre-service teacher, the 
results may not fully represent the broader population of pre-service teachers. 
Additionally, the scope of the test was limited to multiple-choice items assessing reading, 
vocabulary, and grammar, leaving out other important language skills such as listening, 
speaking, and writing. 

Based on these findings, it is recommended that pre-service teachers receive more 
comprehensive training in test construction, with particular attention to developing valid, 
reliable, and discriminative items. Items identified as too easy, too difficult, or with weak 
discrimination should be reviewed and revised to enhance test quality. Future research 
should involve larger, more diverse samples and expand the scope of assessment to include 
various test formats and a broader range of language skills to provide a more 
comprehensive evaluation of assessment practices. 
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